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Motivation 
 At present, image datasets have a growing sample size and 

image category in the real world. The similarity is different 
among different categories, with some categories being more 
difficult to distinguish than others. 

 To distinguish highly similar categories, more specific features 
are required so that the classifier can improve the classification 
performance. 

 Adopting the hierarchical classification and feature learning 
methods to solve the above problem is natural. However, so 
far, only limited studies have focused on how to combine deep 
feature learning with hierarchical classification to improve 
classification accuracy. 
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Main idea 
 Inspired by the idea of transfer learning, we have come up with 

two questions: whether the general feature extractor can be 
adequate for distinguishing the categories with high similarity; 
how to extract more specific features using the feature learning 
method to improve the classification performance.  

 The general features are extracted from the general network 
model, and the specific features are extracted from the 
corresponding specific network model. 

 Our proposed method effectively increases the classification 
accuracy in comparison with flat multiple classification 
methods. 
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Method 
1. The deep features of each image consist of two parts, 

namely general features and specific features. They are 
also called two-level hierarchical features. 

2. Three deep CNN models pre-trained on ImageNet, 
AlexNet, CaffeNet, and VGG-16 net are used as the base 
models for transfer learning. 

3. Experiments using the Caltech-256, Oxford Flower-102, 
and Tasmania Coral Point Count datasets demonstrate 
that the expression ability of the deep features resulting 
from two-level hierarchical feature learning is powerful. 
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Major results 

Fig. 3  The confusion matrix showing that the highly similar categories are easily misclassified: (a) the confusion matrix is 
generated by the result of pre-classification; (b) the classification result of category 89-goose is extracted from the confusion 
matrix (the number with a blue box indicates that the sample number is classified correctly and the number with a red box 
indicates that the sample number is misclassified); (c) the classification result of category 89- goose is extracted from the 
confusion matrix after using our proposed method (the sample number of misclassification among the highly similar 
categories is significantly reduced). 
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Major results 
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Major results 
 Comparison of different feature extraction methods on the 

Tasmania Coral Point Count datasets. 
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Conclusions 
 We proposed a two-level HFL framework based on transfer 

learning to solve the misclassification problem in highly 
similar categories.  

 The specific deep features are gradually learned using the 
two-level HFL method to improve the classification 
performance.  

 In the future, we will conduct the experiments with a large-
scale dataset to verify the adaptability of the proposed 
method. We will also explore a more suitable clustering 
approach for highly similar categories to further improve the 
classification accuracy. 
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